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In a nutshell...

RL is the study of agents and how they learn by trial and error.

It formalizes the idea that rewarding or penalizing an agent for
its behavior makes it more or less likely, respectively, to repeat
that behavior in the future.



Markov Process

1/@\ 2 3 4 World is described by a set of states s

Changes between states are represented by
transition probabilities Pr(ss;1|s¢)
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0 o T Markov process produces a sequence of
' states 54, S5, S3, ...

1355 14 oM1G 116 A trajectory is the sequence of states
T = [S]_, S2,S53, ]
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Markov Process — Transition Probabilities
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Equally likely to go in any allowable direction.

Transition probability from

square 1 to square n



Markov reward process

Distribution of rewards at next time step given current state: Pr(7y,1|S¢)
The return G, is the sum of discounted future rewards

Ge = Yp—oV*reik+e1 where y € (0,1]

a) Gi=0+7-04+42-047%-0 b) G:=047-0+42-044%1  C) Gs=0+7-049%-1+4°-0
+94 1449 0+9%-1+497-0=1.19 442 0+19%-1+4%.0=1.31 +9* 1+4%.0=1.47
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Trajectory now comprised of state and the next reward



Markov decision process (MDP)

Adds a set of of possible actions at each time step that changes
transition and reward probabilities

Pr(s¢i1lse,ar) and  Pr(reyq|se ag)
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Trajectory now consists of states, actions and rewards Action is not deterministic



Partially observable Markov decision process (POMDP)

The state is not directly visible, but

instead receives an observation o;

> 30 4 5*2_‘ drawn from Pr(oy|s,)

Penguin can only see what is in the
dashed box.

Indistinguishable from what it would

] . see from box 9.




Policy

The rules that determine the agent’s (e.g. penguin’s) action for each

state: m|a|s]

Can be deterministic or stochastic

Can be stationary or non-stationary (time dependent)
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Full reinforcement learning loop

Agent receives the state (or observation)

and reward.
Agent
Policy rr[as|s] Then (optionally modifies the policy and)
choose next action.
Reward State State Action . .
T S s« @  Environment then assigns next state and
5.1 Environment reward according to transition
' State transition efey e
e probabilities.

+Tt+11 Reward function

Pr(riy1|se, ar)




RLHF as RL

“We can think of the main model as an agent that takes sequential
actions (choose tokens) and receives a delayed reward from the reward
model when the last token is chosen”

Prince, “Training and fine-tuning large language models,” 2023, blog


https://www.borealisai.com/research-blogs/training-and-fine-tuning-large-language-models/
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Aligning to Human Preferences

“One step towards building safe Al systems is to remove the need for

humans to write goal functions, since using a simple proxy for a
complex goal, or getting the complex goal a bit wrong, can lead to
undesirable and even dangerous behavior.

..., we’ve developed an algorithm which can infer what humans want by
being told which of two proposed behaviors is better.”

https://openai.com/research/learning-from-human-preferences, 2017 16



https://openai.com/research/learning-from-human-preferences

Originally developed to

HUMAN

< .............
REWARD PREDICTOR FEEDBACK

PREDICTED
REWARD

RL ALGORITHM OBSERVATION ENVIRONMENT
ACTION

Improve RL systems

e Starts by acting randomly

* Gives 2 examples to a
human who votes on which
is closer to achieving goal

e Al builds reward model to
match human votes

* Continues to seek feedback
on trajectory pairs that are
most uncertain

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 17



Originally developed to improve RL systems

Left is better Right is better ° Trained W|th ~1 hour
of evaluator time

* Background policy
accumulated ~70
hours of experience

https://openai.com/research/learning-from-human-preferences, 2017

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 18


https://openai.com/research/learning-from-human-preferences

Originally developed to improve RL systems

* Learned Atari with only human reward model (right vertical bar)
* Without access to game score as reward
 Human feedback sometimes does better than normal reward function

https://openai.com/research/learning-from-human-preferences, 2017

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 19


https://openai.com/research/learning-from-human-preferences

HUMAN

Deep RL from Human Preferences f ------------

RL ALGORITHM OBSERVATION ENVIRONMENT
ACTION

Assume human overseer who can express preferences between
trajectory segments

0 = ((Oo:ao); (01,a1), -, (Ok—lfak—l)) € (OxA)"

We write
gl > g?
to indicate that the human preferred trajectory o to 2.

Goal of Agent: Produce trajectories preferred by human, while making as few queries as

possible to the human.

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 20



Deep RL from Human f -----

I re fe re I l C e S RLALGORITHM [ el ENVIRONMENT
AAAAAA

Preferences are generated by a reward functionr : O X A - R if

((06, ad), -, (0p_1, a,lc_l)) > ((08, ad), ..., (of_4, ar_1))

whenever

r(0g,ap) + - +1(0f, ai) > (0§, a§) + -+ r(0k_1, 0f_1)

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 21



Deep RL from Human ::sar:;»f< -------------
Preferences -- Method ‘ ’

At each point in time,
* maintainapolicy m: 0 » A
* and a reward function estimate 7: O X A - R

each parameterized by deep neural networks.

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 22
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Deep RL from Human :zar:sf< <<<<<<<<<<<<<<<<<<< :

Preferences -- Method = \

ACTION

The policy and reward estimate networks are updated by three
processes

1. Policy m interacts with the environment to produce a set of

trajectories {Tl, e Ti}, where 1 is updated with traditional RL to
maximize sum of predicted rewards

2. Select pairs of segments (o1, 0?)from trajectories {7, ..., t'} and
query human for comparison.

3. Parameters of reward estimate # are optimized via supervised
learning to fit human comparisons

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 23



Deep RL from Human ::af;*:gmf ------------
Preferences -- Method - ,

ACTION

The policy and reward estimate networks are updated by three processes
1. Learn policy T and produce trajectories {Tl, e Ti}

2. Select pairs of segments (a1, 52) and query human

3. Update reward estimate 7 to match human comparisons

Trajectories:

Updated reward: 7 {Tlr ---'Tl} Processes run

asynchronously

Human comparisons:
(ol <> 0?)

Christiano et al (OpenAl), “Deep Reinforcement Learning from Human Preferences,” 2017 24
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3 Steps

Step 1

Collect demonstration data,
and train a supervised policy.

Step 2

Collect comparison data,
and train a reward model.

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A promptis A prompt and A new prompt »
sampled from our R . several model Explain e moon is sampled from Wite astory
prompt dataset. landing to a 6 year old outputs are landing to a 6 year old the dataset. about frogs
sampled.
' o o _ v
A labeler el The policy PPO
.9
demonstrates the @ (c] (0] generates R, -
desired output ” e | el an output. Ny
behavior. Some pet;ple went ; +
o the moon.. A labeler ranks
‘ the outputs from @ Lice LPonatine
This data is used = best to worst. 0-6-0-0 v
to fine-tune GPT-3 ./'.)?5{\. The reward model -
with supervised S calculates a 2R
|earning, 2 ‘ reward for .\\;2(/'
4 . . o e
223 This data is used B the output.
to train our
.%. *
reward model. v The reward is )
0-0-0-0 used to update rk
the policy
using PPO.

Reward Model (RM)
Training

Reinforcement Learning via
Proximal Policy Optimization
on this Reward Model

Supervised Fine-
Tuning

L. Ouyang et al., “Training language models to follow instructions with human feedback,” 2022 26



Supervised (Instruction) Fine Tuning

Create a dataset of ~10,000 prompts and fine-tuned responses.

Denoting the tokens for the gth prompt by x; = [a:,-_‘l, Tio,.. ] and the tokens in the corresponding
response by y; = [yz-,l, Yi2y-- .yz-_sz], the loss function can now be written as:

I T

Li¢| = — Z Z log [Pr(yi,t+1|xz'a Yil.. .ty ¢)]

1=1 t=

where once more ¢ represents the model parameters.

Prince, “Training fine-tuning LLMs”, 2023, blog 27


https://www.borealisai.com/research-blogs/training-and-fine-tuning-large-language-models/

Supervised (Instruction) Fine Tuning

Prompt —

Ground
Truth
Response —
(Teacher
Forcing)

|

Word Embeddings
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Prince, “Training fine-tuning LLMs”, 2023, blog

Target

Response

28


https://www.borealisai.com/research-blogs/training-and-fine-tuning-large-language-models/

Reward Modeling

Train a neural network, e.g. start with the SFT model with
the last layers replaced.

Preﬁent labelers between K = 4 and K = 9 responses to
rank.

This produces (12() comparisons for each prompt.

The loss function for the reward model is:

1

loss (/) = _(I—{)E(meyu,wyl)ND log (o (rg (z,Yw) — 7o (z,41)))]

2
where 19 (x, y) is the scalar output of the reward model for
prompt X and completion y with parameters 6, y,, is the
preferred completion (winner) versus y;, and D Is the data
set of human comparisons.

L. Ouyang et al., “Training language models to follow instructions with human feedback,” 2022

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a 6 year old

sawlitesl.  themoon



Reinforcement Learning (RL)

Continue training the SFT model to maximize the
following objective:

H,}SX Ea:ND,yNWQ(y|x) [T¢($,y)] - IB]D)KL [7T9 (y | 33) ” ﬂ-ref(y | 33')]

L. Ouyang et al., “Training language models to follow instructions with human feedback,” 2022
N. Lambert, “Reinforcement Learning from Human Feedback,” 2023

Step 3

Optimize a policy against

the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

»

Write a story
about frogs

PPO

/)?7\\ -
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Last lecture!!

Next

* Project Presentations

* Fill out course evaluations

DALL-E 3


https://docs.google.com/forms/d/e/1FAIpQLSfrbURkg6kpBTcZXCy_m622xuWEB0-eP4mYUSiQJfqkf7-0QQ/viewform?usp=header

